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TEXT SUMMARIZATION BASED ON TOPICRANK METHOD
AND TEXT-TO-TEXT TRANSFORMER NEURAL NETWORK

The proposed text summarization system introduces a novel approach by combining the TopicRank method
and the Text-to-Text transformer neural network to optimize the process of generating concise yet accurate
summaries from large volumes of textual data. The primary goal of this research is to find an effective balance
between processing speed and result accuracy in the context of handling extensive information datasets.

The problem addressed by this system lies in the complex interplay between the need for fast processing
of large data volumes and the requirement for high precision in extracting information to create meaningful
summaries. Both components of the system, namely TopicRank and the Text-to-Text transformer neural network,
interact to achieve an optimal outcome.

Experiment results demonstrate the system s success in generating short summaries of large text documents
within a limited time frame. This is achieved using the graph based TopicRank method to identify key sentences
in the text. The obtained key sentences are then fed into the Text-to-Text transformer neural network, which,
using deep learning, transforms them into informative summaries.

1tis important to note that the system s performance depends on the quality of the input text and computational
resources. Clean and structured input text yields better results, and high-performance computational resources
enable faster processing of large data volumes. This underscores the importance of optimizing both input and
computational processes to achieve optimal system performance.

The proposed system serves as an effective tool for text summarization in conditions involving the processing
of large volumes of information. Its success in generating short and meaningful summaries indicates potential
applications in areas where the speed of text processing and the preservation of a certain level of accuracy
are crucial for obtaining meaningful information. Such an approach may find applications in fields where
rapid analysis of extensive documentation is required, such as in scientific research, medical diagnostics, or
intelligent information processing systems.

Key words: natural language processing, text analysis with neural networks, transformer neural networks,
TopicRank method, graph algorithm, text summarization.

Formulation of the Problem. The main problem
addressed in this work is the need to enhance the

One of the key difficulties is the necessity for
processing speed when dealing with substantial

summarization process for large volumes of textual
data. Contemporary information processing methods
strive to strike a balance between processing speed
and the accuracy of results, but challenges exist in
resolving this issue.

amounts of text in situations where time is a critical
factor. Specifically, in domains with massive
information flows, such as scientific research or
medical diagnostics, it is crucial to provide efficient
and rapid text summarization methods. However, it
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is important to avoid compromising the accuracy and
relevance of the summarized information.

Another problem is the selection of an optimal
method to achieve this balance. In the context of this
work, two primary components are employed: the
TopicRank method and the Text-to-Text transformer
neural network. Addressing how these two approaches
caninteract optimally to ensure effective summarization
is a crucial aspect explored in this work.

Therefore, the problem statement in this research
is defined by the need for an efficient summarization
system that ensures the processing speed of large
volumes of data without sacrificing the accuracy and
relevance of the summarized information. Finding the
optimal balance between these aspects in the context
of combining the TopicRank method and the Text-to-
Text transformer neural network becomes a key task
that defines the direction of the research.

Analysis of recent research and publications.
This section discusses three key architectures:
Convolutional Neural Networks (CNN), Recurrent
Neural Networks (RNN, and Transformers. Each of
these architectures is used for summarizing textual
information, but they differ in their structure and
approach to processing sequential data.

Analyzing these architectures in the context of
automatic text summarization will help identify their
advantages and limitations, as well as determine the
optimal choice for specific tasks.

1. Using CNN for text summarization:

Input layer Hidden layers Output layers

Fig. 1. Schematic representation of CNN

In this approach, a deep learning network
known as Convolutional Neural Network (CNN)
is utilized for the automatic summarization of
textual information. The fundamental idea is to use
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convolutional layers to extract key features from
the text, followed by fully connected layers for
generating the actual summary.

Research [6] in this direction includes the LSTM-
CNN model, which implements abstractive text
summarization. This model employs CNN to extract
“semantic phrases” from sentences. Following this, it
uses a Long Short-Term Memory (LSTM) network to
create the final summary of the text. The particularity
of this method lies in its simplicity and efficiency.
However, it is worth noting that it may not consider
the context and nuances of the original text.

Therefore, the use of CNN for text summarization
becomes an attractive strategy, especially when
the semantic aspect of the text is crucial. Still, its
limitations in understanding a broader context or
details of the text should be considered [2, c. 233].

2. Using RNN for text summarization:

—

—
3
t

Fig. 2. Schematic representation of RNN

This approach to automatic text summarization is
based on the use of Recurrent Neural Networks (RNN).
The fundamental concept involves modeling sequences
of words in the text to effectively interact with the
context and create a compact representation of the text.

In the examined research [7], an Encoder-
Decoder RNN model was introduced for the task of
text summarization. In this model, the RNN acts as
an encoder responsible for transforming the input
text into a compact representation that retains key
information. Additionally, using another RNN as a
decoder, the summary is generated.

Thisapproach emphasizes sequential analysis ofthe
text, allowing for the creation of more comprehensive
summaries by considering the relationships between
words. However, it is important to note that RNN
may encounter the issue of “vanishing gradients”
with lengthy text, which can affect the quality of the
summaries [3, c. 67].
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3. Using transformer neural network for text
summarization:

Output
Probabilities

Add and
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Feed Forward
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Fig. 3. Schematic representation of the transformer
neural network model
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This approach to automatic text summarization
employs transformers. The main idea is that
transformers use attention mechanisms to model
the context of words, sentences, and even entire
documents. This enables them to effectively consider
interactions and the importance of different parts of
the text when generating a summary.

Inthe discussed research [5], the Text-to-Text Transfer
Transformer (T5) model is mentioned, which is used for
abstractive text summarization. This model has been
trained on a large amount of textual data, allowing it to
deeply understand language patterns and relationships.
Transformers are capable of highly efficient modeling of
sequences and context, and their attention mechanisms
enable effective handling of text summarization tasks.

This approach is particularly important when
working with large volumes of textual data, as
transformers can detect deep dependencies and
complex relationships in the text. Regarding
limitations, it’s important to note that the use of
transformers may require significant computational
resources [1, c. 10].

4. Comparison of architectures

Each architecture has its strengths and weaknesses.
CNNs excel in processing structured data such as

images but may overlook the context and nuances of
text. RNNs are proficient in tasks related to sequences
and can model relationships between words, yet
they encounter the issue of “vanishing gradients”
in long texts. Transformers, particularly TS5, exhibit
impressive versatility and the ability to model
contextual information in text but require significant
computational resources.

Comparing these architectures, the choice of
a specific one depends on the task at hand and the
nature of the input data. CNNs may prove effective
for processing structured data, RNNs for sequences,
and transformers for tasks where context and a large
volume of training data are crucial [2, ¢. 238; 3, c. 71].

The purpose of the article. The aim of the
research is to develop a text summarization system
that combines the TopicRank method [4] and the
Text-to-Text transformer neural network [5].

Presenting main material

1. TopicRank method

The main idea of the method is to use a graph
structure to analyze and highlight key topics from
the text. This process can be clearly illustrated in the
flowchart below.

Document

v

Preprocessing

- — — — — — —,
k4

.

I

I
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Topic Identification

Candidate Extraction

¥

Candidate Clustering

— — — —

T o — w— w— —

A 4

Graph-Based Ranking

b

Keyphrase Selection

Keyphrases

Fig. 4. Schematic representation of the stages
of TopicRank method

149



Bueni sanucku THY imeni B.1. Bepnaacbkoro. Cepisa: Texniuni Hayku

1.1. Topic identification

The first stage in the TopicRank method is
the identification of key themes and phrases that
represent them. To achieve this, an method for
identifying candidate key phrases is employed,
aiming to best reflect the document’s topics. Method
follows the approach proposed by Wan and Xiao
(2008), selecting the longest sequences of nouns
and adjectives from the document as candidate key
phrases. Other methods may utilize syntactically
filtered n-grams containing the highest number
of candidates corresponding to references to key
phrases. However, the limited length of n-grams can
be problematic, as they may not always capture as
much information as the longest sequences of nouns.
Additionally, they are less likely to correspond to
grammatically correct text.

1.2. Graph-Based Ranking

The TopicRank method represents a document as a
complete graph, where vertices correspond to topics,
and edges have weights based on the strength of
semantic connections between vertices. Subsequently,
a graph-based ranking model, TextRank, is employed
to assign significance to each topic.

1.3. Graph construction

Formally defining, let G =(V,E) be a complete
and undirected graph, where V' is the set of vertices,
and E is a subset of V' xV The vertices correspond
to topics, and the edge between two topics ¢
and ¢, has a weight determined by the strength
of the semantic connection between the vertices.
The weight w,; of the edge between # and ¢, is
calculated as follows:

=2 2dist (e, c;) M

cielicjet;

The inverse distances dist(c,.,cj) between the

positions of keyword candidates ¢, and ¢; in the
document are computed by the formula:
ditfenc)= 2 X 2)
piepos(c; pepmc pj|

Here, dist(c;,c;) denotes the inverse distances
between the positions ofkeyword candidates ¢, and c; ,
and pos(c;) includes all positions of keyword
candidates ¢, .

The approach to constructing the graph differs
from the TextRank method. Graph G is a complete
graph, leading to interconnected topics. The
completeness of the graph has an advantage over
exploring relationships between topics. Additionally,
computing weights based on distances avoids the
need for manual parameter definition, such as the
window size used in recent methods (TextRank,
SingleRank, etc.)

1.4. Keyphrases selection

The final step in TopicRank is the selection of a
single representative from the key phrase candidates
for each topic. This selection helps avoid duplication
and ensures comprehensive coverage of the
document’s topics.

To choose the candidate that best represents the
topic, three strategies are proposed. The first strategy
involves selecting the key phrase candidate that
appears first in the document. The second strategy
assumes that the most commonly used form of the
topic is the most representative and selects the key
phrase candidate that is used most frequently. The
third strategy chooses the centroid of the cluster. The
centroid is a key phrase candidate that is most similar
to other candidates in the cluster.

efficiency of the proposed methods is demonstrated by a numerical experiment.

‘, Two inverse problems: are investigated for this model, unique solvability is proved, and

A mathematical model of ion exchange is considered, allowing for ion exchanger compression in the process of jon exchange.
solution are . The

numerical experiment

by TopicR
1mnamunqe

al model
3 inverse problems

4 numerical solution methods
5. process
6. unique solvability

7. efficiency

8. numerical experiment

I solution |

Fig. 5. Sample graph build by TopicRank [4]

150 Tom 34 (73) N2 6 2023



IndpopmaTuka, 06uKCII0BaIbHA TEXHIKA Ta aBTOMAaTH3aLlis

def LoadTS5Tokenizer(self):
self.logger.info("Loading TS5Tokenizer")

self.tokenizer = T5Tokenizer.from_pretrained(’'t5-base’, model_max_length=MAX_LENGTH)

self.logger.info("Loaded T5Tokenizer")

def LoadT5ForConditionalGeneration(self):

self.logger.info("Loading T5ForConditionalGeneration™)
self.model = T5ForConditionalGeneration.from_pretrained(’'t5-base"’)
self.logger.info("Loaded TS5ForConditionalGeneration™)

Fig. 6. Initialization of TS model and tokenizer

def

inputs = self.tokenizer.encode(
“"summarize: " + input_article,
return_tensors="pt",
max_length=MAX_LENGTH,
truncation=True

)

outputs = self.model.generate(
inputs,
max_length=MAX_LENGTH,
min_length=16,
length_penalty=length_penalty,
num_beams=num_beams,
early stopping=True

)

GetSummarizedText(self, input_article: str, length_penalty: float, num_beams: int) -> str:

return self.tokenizer.decode(outputs[@], skip_special_tokens=True)

Fig. 7. Usage of TS model and tokenizer

2. Heitponna mepesxa Text-To-Text (TS)

The second key component of our method is the
Text-To-Text (T5) neural network from Hugging Face.
The uniqueness of TS lies in its ability for abstractive
text summarization, as well as in its transformation of
all tasks into a text-to-text format.

2.1. Text Preprocessing

Text preprocessing is a key stage in addressing
the Text-To-Text task using transformer neural
networks such as T5. At this stage, the text undergoes
a comprehensive set of operations to prepare it for
further processing by the model.

— Tokenization: The first step is tokenization,
which involves dividing the text into individual
tokens (e.g., words or subwords). This is necessary
for representing the text as a sequence of tokens,
simplifying its handling for the model.

— Cleaning and normalization: After tokenization,
text cleaning and normalization are performed.
Cleaning includes removing unnecessary characters,
such as punctuation and numbers, which could
introduce noise into the model. Normalization may
involve transforming the entire text to lowercase for

uniformity and avoiding unnecessary variations in
form.

—  Stop-word __removal:  For  effective
representation of the text in the model, stop words,
such as "and," "the," "of," which often carry little
significant information, may be removed, reducing
data volume.

— Vectorization: In the final stage of preprocessing,
the input text is transformed into a numerical form that
can be understood by the model. This may include
using vectorization techniques like Word Embeddings
to obtain numerical embeddings of tokens.

The overall goal of preprocessing is to simplify
and optimize the representation of the input text
for further processing by the TS5 model, ensuring
the separation of essential informational elements
from unnecessary noise and providing clear data
presentation for the model.

2.2. Encoding

The encoding stage plays a crucial role in
preparing the input text for further processing by a
transformer neural network, such as TS5. This stage
involves transforming the text or sequence of tokens
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into vector representations that can be understood and
processed by the model.

— Token Embedding: The central element of
encoding is the creation of embeddings for each token
in the text. Embeddings are vector representations of
tokens that convey the semantic meaning of words.
A pretrained model, such as BERT or TS5, which has
embedded knowledge of the semantics of words
based on a broad corpus of textual data, can be used
for this purpose.

— Positional Encoding: In addition to embeddings,
the model can use information about the position of
tokens in the text. Since transformers do not consider
the order of words in the input sequence, positional
information is added to determine where the tokens
are located in the text.

Encoding creates an input matrix where each
row represents an embedding for a specific token
and includes additional vectors to account for the
positions of tokens. This stage provides a temporary
and spatial representation of the input text, which
can be presented to a transformer neural network for
further processing and generation of the output text.

2.3. Decoding

Decoding is a crucial stage in addressing Text-To-
Text tasks, as it is during this stage that the model
generates the output text based on the encoded vector
representation of the input text.

— Autoregression: At the beginning of decoding,
the model uses prepared embeddings and information
about encoded tokens to generate the first token of
the output text. After generating the first token of the
output text, the obtained result is used as partial input
for generating the next token, and so on. This process
is known as autoregression, where each new token is
generated based on the previous one.

— Attention _Mechanisms: During decoding,
attention mechanisms are employed to consider the
context and dependencies between tokens in the input
text. This helps the model focus on important parts of
the text while generating each token of the output text.
Attention mechanisms can be implemented in various
ways, such as the Transformer attention mechanism.

Decoding is completed when the model generates
a token indicating the end or maximum length of the
output text. The result obtained is the generated output
text, which can be used to address a specific task, such as
translation or answering a question. Decoding requires
careful management of text generation to ensure logical,
grammatical, and contextually relevant output text.

2.4. Post-processing

Post-processing is an important final stage in
working with the results generated by the neural
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network in the preceding Text-To-Text processing
stages. This stage is designed to enhance the readability,
correctness, and logical coherence of the output text.

— Error Correction: One of the main aspects of
post-processing is error correction. Neural networks,
including transformers, may occasionally generate
incorrect or ungrammatical text. Error correction
mechanisms may involve automatic corrections of
grammatical or structural mistakes.

— Removal of Redundant Code: During text
generation, the model may add unnecessary tokens or
symbols that do not provide additional information
and may impact the clarity of the text. The post-
processing stage may involve removing such
redundant elements from the output text.

— Optimization of Text Structure: The model may
generate text that is not perfectly organized or does
not adhere to acceptable structural conventions. Post-
processing may include restructuring or optimizing the
text to achieve greater clarity and logical coherence.

— Refinement of Style: Models may also have
limitations in understanding specific speech styles,
tone, or terminology. Post-processing may involve
refining the stylistic aspects of the text to align with a
particular context or audience expectations.

— Logical Consistency Check: The final aspect of
post-processing is checking the logical consistency
and coherence of the text. This may involve analyzing
the interaction between different parts of the text and
correcting any illogical statements.

Post-processing aims to improve the generated text
by ensuring its relevance to the task and maximizing
its clarity and acceptability for the end user.

3. Combination of methods

The combination of the TopicRank method and
the TS neural network ensures greater efficiency in
text summarization. The TopicRank method helps
identify key phrases and important sentences, while
T5 uses this information to generate an abstractive
summary that incorporates the main themes and ideas
of the original text. This combination enables the
neural network to focus on the key text, reducing the
time required to create summaries.

Thus, employing the TopicRank method to extract
key elements of the text and subsequently utilizing
them in the T5 neural network provides enhanced
efficiency in the task of text summarization. This
approach not only automates the summarization
process but also ensures the preservation of accuracy
and relevance in summaries while reducing the time
required for their creation. Such an approach can be
beneficial in various fields where the processing of
large amounts of textual information is crucial.
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Fig. 8. Combination of methods

4. Results

Without using compression using the TopicRank
method. Execution time: 46.831591844558716
seconds.

/ Fl-score mRecall

/ Precision W Precision

— / vecall Fl-score
Rouge-1 — / Reca
Rouge-2 —/

Rouge-L

Rouge-1 Rouge-2
50,76923077 42,22222222
97,05882353 95
66,66666622 58,46153804

Rouge-L
50,76923077
97,05882353
66,66666622

W Recall
B Precision
Fl-score

Fig. 9. Rouge metric without using compression using
the TopicRank method

Using 40 keywords compression. Execution time:
38.91822385787964 seconds.

Conclusion. The research conducted aimed to
find an optimal balance between time efficiency
and accuracy in text summarization, employing a
combination of the TopicRank method and the T5

/ Fl-score mRecall

/ Precision m Precision

— Fl-score

Rouge-1 —
Rouge-2 —
Rouge-L

/ Recall

Rouge-1
50,76923077
78,57142857
61,68224251

Rouge-2
42,22222222
73,07692308

53,5211263

Rouge-L

50,76923077
78,57142857
61,68224251

W Recall
B Precision

Fl-score

Fig. 10. Rouge metric Using
40 keywords compression

Using 20 keywords compression. Execution time:
33.35249924659729 seconds.

/ Fl-score m Recall

/ Precision W Precision

— Fl-score
Rouge-1 . / Recall
Rouge-2 —f

Rouge-L

Rouge-1 Rouge-2
49,23076923 40

76,19047619 69,23076923
59,81308364 50,70422489

Rouge-L

49,23076923
76,19047619
59,81308364

W Recall
W Precision

Fl-score

Fig. 11. Rouge metric Using
20 keywords compression

neural network. Without TopicRank compression,
method executed in 46.83 seconds. Introducing
40 keywords for compression reduced the execution
time to 38.92 seconds, and further compression
to 20 keywords resulted in an execution time
of 33.35 seconds.

The ROUGE metric values revealed a trade-off
between time optimization and result accuracy. The
use of 40 keywords for compression led to a decrease
in ROUGE-1, ROUGE-2, and ROUGE-L compared
to the uncompressed variant. Moreover, the use of
20 keywords further exacerbated this reduction in
metrics.

Despite the decrease in accuracy in percentage
terms, the integration of the TopicRank method for
extracting key elements from the text, followed by
their utilization in the T5 neural network, demonstrated
significant efficiency in text summarization. The
heightened speed in text processing can be pivotal
in handling large datasets where system speed and
responsiveness are of paramount importance.
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Cyxanmwk L.C., Iloranosa K.P., Hanupaiiuyk M.B., Bosk JI.b. Y3AT'AJIBHEHHS TEKCTY HA OCHOBI
METOJY TOPICRANK TA TEXT-TO-TEXT TPAHC®OPMEPHOI HEHPOHHOI MEPEXKI

3anpononosana cucmema niOCyMO8Y8AHHA MEKCHY HPEOCMABIAE HOBUU NIOXi0, NOEOHYIOHUU MemOoo
TopicRank ma Text-to-Text mpaucghopmepny neiponny mepedcy 0aa onmumizayii npoyecy eenepayii Kopom-
KUX, ajle MOUHUX NIOCYMKIG 3 GeIUKUX 00CA2I6 MeKCmosux oanux. 1 0106HOI0 MEMOI0 Yb020 OOCTIONCEHHA €
NOWYK Oanancy Migc weuoKicmio GUKOHAKHA MAa MOYHICIMIO Pe3yabimamie y KoHmexkcmi 00pooKu 06 eMHUX
iH(hopmayitinux Habopis.

Ilpobnema, aAxy eupiuye ys cucmema, noisieae y KOMWIEKCHIN 83AEMOOIL Midc HeoOXIOHICMIO WBUOKOT
00poOKU enuKUX 00CA2I8 OaHUX | HeOOXIOHICMIO MOYHOCMI 8UJLNeHHA IHGOpMaYii O CIMBOPEHHS 3MiCMO86-
Hux niocymkis. Oouosa komnonenmu cucmemu, a came TopicRank i Text-to-Text mpancgopmepna HetipouHa
mepedica, 83aEMo0iiomb Oist 00CASHEHHS ONMUMATLHO20 Pe3YIbmamy.

Pesynomamu excnepumenmis ceiouams npo eexmugHicms cucmemu y 2eHepayii KOpOmKux niocymKie
BENUKUX MEKCMOBUX OOKYMEHMIB 8 0OMedceHUll 4acosuil npomidcok. Lle docaeacmuvcs 3a605KU 6UKOPUCAHHIO
epaghosoeo ancopummy TopicRank ona eudinenns knovosux pevens y mexcmi. Ompumani Kaouo6i peuenus
nepedaromucs Text-to-Text mpancghopmepniti netuponuHiti Mepedici, KA, GUKOPUCTOBYIOUU 2NIUOOKEe HAGUAHMS,
nepemeopioce ix 6 iHghopmamueni niocymMKu.

Baoicnuso 6iosnauumu, wo npooykmuericms yici cucmemu 3a1excums 8i0 AKOCMI 6XIOH020 meKcmy ma
obuucTI08aNbHUX pecypcie. Yucmuil i cmpyKmypoeanuti exiOHull mexcm 3abesneyyc Kpawji pesyiomamu, d
BUCOKONPOOYKMUBHI 0OYUCTIOBAIbHI pecypc 00380IAI0Mb weuoule 0opodiamu eenuxi oocseu oanux. Le nio-
KPecuoe 8adCIusicms ONmMuMizayii K 66e0ents, max i 00YUCII08aIbHO20 npoyecy 0 00CASHEeHHs ONnmu-
MAIbHOI BPOOYKMUBHOCIE CUCTEMU.

3anpononosana cucmema A6NAEMbCA OIEGUM THCMPYMEHMOM 015 NIOCYMOBYSAHHSA TEKCTY 6 YMO8aX
00podKU geruxux obcszie iHgopmayii. i nosumuenuii pe3yivmam 6 2eHepayii KOpomKux i 3MiCIMoHUX Nio-
CYMKIB 8KA3YE HA NOMEHYIIHE 3ACOCYB8AHH 6 Cihepax, 0e 8axcIu8a WeUoKicms 06podKu mexkcmy ma 36epe-
JHCEHHS NeGHOI MOYHOCII O OMPUMAHHS 3HAYYWOI iHhopmayii. Taxuil nioxio modice 3HAUMU 3aCMOCYBAHHS
6 obnacmsx, 0e NOMpPIOHO WBUOKO AHANIZY8AMU 8eIUK 00CsA2U OOKYMEeHMAaYil, HaANPUKIAO, Yy HAYKOBUX OOCTi-
O0JICEHHAX, MEOUYUHCHKIN DiaeHOCmMUYl abo IHMeLeKMYaibHUX cucmemax oopooxu inghopmayii.

Knrouosi cnosa: 06podxa npupoonoi Mosu, anaiiz mekcmy 3a 00NOMO20H HeUpOHHUX Mepedic, mMpanchop-
MepHi HelpouHi mepedici, memoo TopicRank, epagosutl ancopumm, y3aeanbHenHs mekcny.
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